Lies, Damn Lies, and Expectations: How Base Rates Inform Lie–Truth Judgments
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Summary: We are biased towards thinking that people are telling the truth. Our study represents the first test of how beliefs about the base rate of truths and lies affect this truth bias. Raters were told either 20, 50 or 80% of the speakers would be telling the truth. As the speaker delivered their statement, participants indicated moment by moment whether they thought the speaker was lying or being truthful. At the end of the statement, they made a final lie–truth judgment and indicated their confidence. While viewing the statement, base rate beliefs had an early influence, but as time progressed, all conditions showed a truth bias. In the final judgment at the end of the statement, raters were truth biased when expecting mostly truths but did not show a lie bias when expecting mostly lies. We conclude base rate beliefs have an early influence, but over time, a truth bias dominates. Copyright © 2014 John Wiley & Sons, Ltd.

INTRODUCTION

People tend to believe others’ statements to be truthful more often than they actually are, a phenomenon known as the truth bias (Bond & DePaulo, 2006). Although there is a substantial body of evidence demonstrating its influence (Levine, Park, & McCormack, 1999; Vrij, 2008), the source of the bias is relatively unexplored (Reinhard & Sporer, 2010). Here, we consider one possible account of the truth bias: as a reflection of the perceived base rate of honesty (DePaulo & Rosenthal, 1979; O’Sullivan, Ekman, & Friesen, 1988).

The truth bias has sometimes been considered as an error or inaccuracy in the judgment process (refer to Vrij, 2008). For example, we may willingly sacrifice accuracy and overlook others’ lies in order to maintain social cohesion (O’Sullivan, 2003; refer also to Buller & Burgoon, 1996). Or, the bias may come about because of the structure of the mind. Gilbert, Krull, and Malone (1990) proposed that in order to comprehend, we first have no choice but to believe that the information is true; it is only afterwards that the information can be evaluated and possibly rejected. Alternatively, they may simply expect others to be generally decent and pleasant rather than conniving and deceptive, which can leave us open to being deceived (refer to Buller & Burgoon, 1996).

However, the truth bias may actually serve to improve accuracy (Levine, 2014; Street, 2013; refer also to Street & Richardson, ). The average person lies on a daily basis, but the number of deceptive interactions is far outweighed by the number of honest interactions we experience (DePaulo, Kashy, Kirkendol, Wyer, & Epstein, 1996; refer also to Serota, Levine, & Boster, 2010, for evidence that almost half the lies are told by a small percentage of people, suggesting that the proportion of deceptive encounters most people experience is particularly small). This may be because honesty is required for successful communication (Grice, 1975), because lying creates unpleasant and less intimate conversa-
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There is some evidence of sensitivity to base rate information from lie detection research. A study by Levine et al. (1999) manipulated the actual base rate of truths, although participants were not told anything about the likelihood of deception. They found that the truth bias remained constant regardless of the base rate. It is unclear whether this means that participants did not pick up on the true base rate, meaning it could not be used in their judgments or whether they did discover it, but that base rate information is not used when making lie–truth judgments. Similarly, in a set of experiments by Bond, Howard, Hutchison, and Masip (2013), when raters were only given information about speakers’ incentives for lying or telling the truth (a perfectly diagnostic cue), raters’ accuracy was near perfect. That is, base rates were perfectly defined by the incentives, and raters made use of that information when forming their judgments. However, when raters were able to observe the speakers’ statements in addition to the incentive information, accuracy dropped markedly (Bond et al., 2013, Study 3). In fact, these judgments were not statistically more accurate than the highest accuracy rate obtained in research to that date where only the speakers’ behaviours were available (Bond et al., 2013), potentially suggesting that raters ignored the base rate information when the speakers’ behaviour was available.¹ It is not possible to distinguish between perceptions of the base rate and the actual base rate in this study: The incentive information, which may guide raters’ beliefs about the base rate, was an accurate reflection of the actual base rate.

Here, we explicitly manipulated participants’ beliefs about how often people lie and measured its effect on the truth bias. We predicted that if people expected mostly true statements, raters would show a greater bias towards judging statements as truthful. We also predicted that if people expected mostly deceptive statements, there would be a complimentary bias towards judging statements as deceptive. In addition, we predicted greater confidence in making ‘truth’ compared with ‘lie’ ratings when the majority of the statements were expected to be truthful, while the reverse was predicted when the majority of the statements were expected to be deceptive.

**METHODS**

We presented rater participants with video clips of speakers lying and telling the truth about their holidays. Rater participants were told beforehand that either most speakers would lie, most would tell the truth, or that there would be an equal split of liars and truth tellers, although in reality, all participants saw an equal proportion of liars and truth tellers.

Participants were instructed to begin indicating whether they thought the statement was a lie or truth from video onset, and to continue responding all the time, the speaker was delivering their statement by holding down the response key or switching to the other key if they changed their mind. They were told they could change their response as often or as little as they wished, to reflect what they felt at that moment about the statement. Finally, at the end of each video, participants provided a single lie–truth judgment of the statement they had just seen and their confidence in their judgment, as is typical of many lie detection experiments.

**MATERIALS**

We used a stimulus set from a prior study (Street et al., 2011, April). Twenty-two participants were approached by a junior researcher posing as an assistant to a holiday guide documentary director. He determined a small set of countries the participants had and had not visited. The researcher said he was short of time and had been unable to find anyone who had visited some countries. So, as a favour, he asked participants to tell the director that they had spent time in one of the countries that they had never visited as well as give a monologue about a country they had truthfully visited. If participants agreed, they were taken to a live filming studio where they met and were left alone with another experimenter posing as the director. He stressed the importance of filming genuine accounts of their experiences in both countries. Participants signed a waiver to this extent stating that they would be entirely truthful in both their deliveries. The director was blind to which of the two statements would be deceptive, with the order of statements counterbalanced by the junior experimenter. Participants were asked to speak for approximately 30 s in response to the question, ‘When you arrived in [country name], what was your first impression of the people there?’.

Two speakers were excluded from the final stimulus set because they admitted to the director they were about to lie. That these participants were unable to maintain the ruse, we suggest, highlights our speakers truly believed they were about to mislead someone and that this would have consequences. Two further participants were selected as practice stimuli. This left 18 speakers each delivering a lie and truth, resulting in 36 videos. From these, two stimulus sets were created such that the 18 speakers appeared only once in each set and that each contained nine lies and nine truths. Truthful statements on average lasted 32.86 s (SD = 10.79, median = 32.38 s, range 16 to 91 s). Deceptive statements on average lasted 32.72 s (SD = 24.83, median = 23.87 s, range 10 to 55 s).

**Participants**

Ninety-nine first year psychology students participated as part of their undergraduate studies. Fifteen participants were excluded because they had taken part in a study using the same stimulus set at an earlier date. One participant was excluded because of hearing difficulties, leaving 83 participants (67 females) with a mean age of 18.7 years (SD = 0.70 years, range 17 to 21 years).

**Procedure**

Instructions explained that the speaker had provided a truthful and deceptive account about having visited a holiday...
destination but that they would only see one of these accounts. Each video was counted in from three to one before onset. Throughout each statement, participants indicated moment by moment whether they currently believed or disbelieved the speaker by holding in either the left or right arrow keys while the speaker delivered their statement. Note that this was a categorical, dichotomous response of either lie or truth, not a scaled assessment of credibility. From the start of each statement, raters held down either a lie or truth button and could switch between the two responses as often or as little as they wished while the speaker was delivering the statement. Raters were told to indicate whether the entirety of the statement that they had seen up until that point made them believe the speaker was lying or telling the truth. In this way, a continuous measure of the lie–truth judgment trajectory was captured across the course of the statement.

After each video, participants indicated whether they believed that the speaker was lying or telling the truth by mouse clicking one of the options on screen. They also rated how confident they were in their response on a scale of 1 (not at all confident) to 10 (very confident).

Participants in the low truth expectancy condition (n = 26) were told that only ‘20% of the speakers were telling the truth that they had visited the country, 80% of speakers lied. That is, most people lied’. The high truth expectancy condition (n = 27) was told that 80% of speakers told the truth, and the equal split expectancy condition (n = 30) was told that half the speakers lied and half told the truth. The base rate information was presented both as a percentage with text explicitly explaining whether the majority of the speakers lied or told the truth. In reality, all conditions saw an equal split of lies and truths. Assignment of video set, position of lie–truth buttons on the screen, and question order (‘did the last person lie or tell the truth’ versus ‘did the last person tell the truth or lie?’) were counterbalanced.

Design

Participants were randomly assigned to conditions. The independent variables were the anticipated proportion of truths to lies, i.e. either 20, 50 or 80% of truths were expected, and the veracity of the speaker’s statement. The dependent variables were the proportion of truth judgments (PTJ), confidence and accuracy taken after each statement had ended. This resulted in a 2 (veracity: lie or truth, within subjects) × 3 (expectation of truth: low, medium or high, between subjects) mixed design.

The continuous sampling of the judgment trajectory was also captured. The duration of a statement was split into five equal time points, resulting in a 2 (veracity: lie or truth, within subjects) × 3 (expectation of truth) × 5 (time point, within subjects) mixed design. The PTJ and confidence responses were the dependent measures.

RESULTS

While viewing the speakers, participants showed a lie bias when expecting mostly lies and a truth bias when expecting mostly truths. However, surprisingly, the effect of base rate beliefs at their final judgment, i.e. after the statement had finished, did not mirror the continuous rating of the statement as it was being presented. Raters were most truth biased when expecting mostly truths. Interestingly though, expecting the majority of speakers to lie resulted in approximately half of all statements being judged as truthful.

Base rate information influenced confidence in much the same way. Participants were more confident in their truth than their lie judgments when expecting half or a majority of truths but were similarly confident in their lie judgments as their truth judgments when expecting mostly lies.

Belief trajectory

Throughout the duration of each statement, raters indicated their belief at that moment in time. The continuous rating was binned into five proportional time points for ease of analysis. Within each bin, we calculated the proportion of time the truth response was given during that time period. A 2 (veracity, within subjects) × 3 (expectation of truth condition, between subjects) ANOVA was conducted on the PTJ. A main effect of time was found, $F(1.99, 113.52) = 7.76, p = .001, \eta^2_p = 0.12$. 2 showing significant linear, $F(1, 57) = 10.95, p = .002, \eta^2_p = 0.16$, and quadratic components, $F(1, 57) = 5.51, p = .022, \eta^2_p = 0.09$. There was also a main effect of veracity, $F(1, 57) = 4.32, p = .042, \eta^2_p = 0.07$, such that truths received a significantly higher PTJ ($M = 0.55, SD = 0.18$, 95% CI [0.50, 0.60]) than lies ($M = 0.49, SD = 0.14$, [0.46, 0.53]).

In line with our prediction, a main effect of condition was observed, $F(2, 57) = 9.64, p < .001, \eta^2_p = 0.25$ (Figure 1). Planned post hoc t tests found the low truth expectancy condition ($M = 0.43, SD = 0.12, 95% CI [0.38, 0.49]$) received a lower PTJ than the equal split ($M = 0.53, SD = 0.12, [0.47, 0.59]$) and high truth expectancy conditions ($M = 0.60, SD = 0.12, [0.55, 0.65]$), $t(42) = -2.41, p = .018, d = -0.83$, and $t(35) = -4.34, p < .001, d = -1.42$ respectively. The equal split and high truth expectancy conditions showed no

2 The assumption of sphericity was violated for the within-subject effect of time point, and so a Greenhouse-Geisser correction was used.

Figure 1. The proportion of truth judgments over the course of the average statement, split by beliefs about the base rate. Error bars denote one standard error.
After rating throughout the trial, participants provided a Truth bias as base rate belief condition. A three-way (veracity, within subject) × 3 (expectation of truth condition, equal split condition) mixed ANOVA was conducted on the proportion of truth judgments. The equal split condition showed no evidence of a significant bias, \( t(16) = -1.24, p = .234, d = -0.30 \). Moreover, the high truth expectancy condition showed a truth bias, \( t(23) = -3.29, p = .003, d = -0.67 \). These findings are in line with our hypothesis.

**Truth bias as base rate belief**

After rating throughout the trial, participants provided a single lie–truth judgment of the statement as a whole. A 2 (veracity, within subject) × 3 (expectation of truth condition, between subjects) mixed ANOVA was conducted on the proportion of truth judgments in the high truth expectancy condition showed a lie bias, \( t(18) = 2.96, p = .008, d = 0.68 \). The equal split condition showed no evidence of a significant bias, \( t(16) = -1.24, p = .234, d = -0.30 \). Moreover, the high truth expectancy condition showed a truth bias, \( t(23) = -3.29, p = .003, d = -0.67 \). These findings are in line with our hypothesis.

<table>
<thead>
<tr>
<th>Condition</th>
<th>Low truth expectancy</th>
<th>Equal split expectancy</th>
<th>High truth expectancy</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lie</td>
<td>.41 (., 17), [35, 48]</td>
<td>.42 (18), [36, 49]</td>
<td>.66 (15), [60, 72]</td>
<td>.50 (16), [46, 30]</td>
</tr>
<tr>
<td>Truth</td>
<td>.55 (16), [49, 61]</td>
<td>.67 (18), [61, 73]</td>
<td>.79 (15), [72, 84]</td>
<td>.67 (16), [63, 70]</td>
</tr>
<tr>
<td>Total</td>
<td>.48 (.13), [43, 53]</td>
<td>.55 (.13), [50, 60]</td>
<td>.72 (.13), [67, 77]</td>
<td></td>
</tr>
</tbody>
</table>

Means in each row sharing a common subscript are not statistically different at \( \alpha = .05 \) after Bonferroni corrections.

Confidence

Replicating much past research (Aamodt & Custer, 2006), confidence did not correlate with accuracy, \( r(81) = 0.06, p = .615 \). We were concerned with whether anticipating a majority of truthful statements leads to higher confidence in making a truth judgment and whether anticipating a majority of lies leads to higher confidence in making lie judgments. A 2 (judgment veracity, within subjects) × 3 (expectancy condition, between subjects) mixed ANOVA was conducted on the confidence scores. There was no main effect of condition, \( F(2, 80) = 0.32, p = .731, \eta^2_p = 0.01 \). There was no evidence that participants felt any more or less confident solely as a result of differing expectations. There was a main effect of veracity, \( F(1, 80) = 14.48, p < .001, \eta^2_p = 0.15 \). Raters were more confident in making truth judgments \((M = 4.59, SD = 0.81, 95\% CI [4.41, 4.76])\) than lie judgments \((M = 4.28, SD = 0.85, [4.10, 4.46])\), as found in prior research (DePaulo, Charlton, Cooper, Lindsay, and Muhlenbruck, 1997).

In line with our prediction, there was a veracity × expectation interaction, \( F(2, 80) = 16.02, p < .001, \eta^2_p = 0.29 \) (Figure 2). Planned \( t \) tests found no evidence that raters in the low truth expectancy condition were any more or less confident in making lie than truth judgments, with a small effect size observed, \( t(26) = 1.85, p = .069, d = 0.32 \). Both the equal split, \( t(26) = 2.39, p = .019, d = 0.41 \), and the high truth expectancy conditions, \( t(29) = 6.34, p < .001, d = 1.03 \), were more confident in making truth ratings than lie ratings.

We were also interested in the shift in confidence between conditions in addition to between lie–truth judgments. Bonferroni-corrected \( t \) tests indicated that when making lie judgments, there was a greater confidence in making lie judgments in the low truth expectancy condition compared with the high truth expectancy condition, \( t(55) = 2.48, p = .045, d = 0.67 \), all other \( t_s < 1.96 \). Similarly, when making truth judgments, there was greater confidence in the high compared with the low truth expectancy condition, \( t(55) = 2.56, p = .037, d = 0.68 \), but no other comparisons were significant, \( t_s < 1.96 \).

**DISCUSSION**

People tell the truth far more often than they lie (DePaulo et al., 1996). In fact, half the lies that are told are delivered with a low truth expectancy condition. A 2 (judgment veracity, within subjects) × 3 (expectancy condition, between subjects) mixed ANOVA was conducted on the confidence scores. There was no main effect of condition, \( F(2, 80) = 0.32, p = .731, \eta^2_p = 0.01 \). There was no evidence that participants felt any more or less confident solely as a result of differing expectations. There was a main effect of veracity, \( F(1, 80) = 14.48, p < .001, \eta^2_p = 0.15 \). Raters were more confident in making truth judgments \((M = 4.59, SD = 0.81, 95\% CI [4.41, 4.76])\) than lie judgments \((M = 4.28, SD = 0.85, [4.10, 4.46])\), as found in prior research (DePaulo, Charlton, Cooper, Lindsay, and Muhlenbruck, 1997).

In line with our prediction, there was a veracity × expectation interaction, \( F(2, 80) = 16.02, p < .001, \eta^2_p = 0.29 \) (Figure 2). Planned \( t \) tests found no evidence that raters in the low truth expectancy condition were any more or less confident in making lie than truth judgments, with a small effect size observed, \( t(26) = 1.85, p = .069, d = 0.32 \). Both the equal split, \( t(26) = 2.39, p = .019, d = 0.41 \), and the high truth expectancy conditions, \( t(29) = 6.34, p < .001, d = 1.03 \), were more confident in making truth ratings than lie ratings.

We were also interested in the shift in confidence between conditions in addition to between lie–truth judgments. Bonferroni-corrected \( t \) tests indicated that when making lie judgments, there was a greater confidence in making lie judgments in the low truth expectancy condition compared with the high truth expectancy condition, \( t(55) = 2.48, p = .045, d = 0.67 \), all other \( t_s < 1.96 \). Similarly, when making truth judgments, there was greater confidence in the high compared with the low truth expectancy condition, \( t(55) = 2.56, p = .037, d = 0.68 \), but no other comparisons were significant, \( t_s < 1.96 \).
effects of the perceived base rate of honesty on the tendency to believe others. Our findings indicate that the truth bias can be moderated by beliefs about the base rate. Across the course of the statements and the raters’ developing judgments, there was an effect of base rate beliefs in the predicted direction: Raters showed a lie bias when expecting mostly lies and a truth bias when expecting mostly truths. In particular, there was an early effect of base rate beliefs, but over time, raters shifted towards believing the speakers.

The lie–truth final judgments of the statements reflect this shift towards believing. There was a greater truth bias observed when raters expected mostly truths compared with when they expected an equal split of lies and truths. Raters in both conditions expressed more confidence in making truth compared with making lie judgments.

However, despite expecting every four out of five speakers to deceive them, raters in the low truth expectancy condition surprisingly showed a similar rate of truth responding to those in the equal split base rate belief condition. Raters in the low truth expectancy condition were also no more or less confident in their truth ratings than their lie ratings.

It might appear that the belief trajectory is fundamentally distinct from the final lie–truth judgment, given the differences in the degrees of bias between each. The difference can be accounted for by the fact that there was a shift towards believing speakers over time (regardless of manipulation). Had the time course of the developing judgment not been captured at all, it may have been tempting to conclude that believing that most speakers would lie has little effect on the degree of truth bias. Instead, our findings indicate an early effect of perceptions of the base rates. Our novel method of capturing the developing lie–truth judgment shows that there can be influences on the judgment that are not readily apparent by collecting a single lie–truth judgment at the end of the statement.

Base rate beliefs may have had an early effect because there was little information available from the speaker at the initial moments. As a result, raters may have used other available evidence, in this case their beliefs about the base rate. That is, in the absence of proximal information about the speaker’s honesty (their behaviour and statement), raters may come to rely on context-relevant information (Street, 2013). We are currently following up this possibility. The initial rating based on context (base rate beliefs) may have served as an anchor from which the belief developed (Fan, Wagner, & Manstead, 1995).

This finding is difficult to align with one the Spinozan mind account of the truth bias (Gilbert et al., 1990). This account claims ‘all ideas are accepted… prior to rational analysis of their veracity, and that some are subsequently unaccepted’ (Gilbert et al., 1990, italics in original). That is, raters initially and automatically assert belief but only afterwards can they evaluate the information and tag it as false if there is reason to doubt. The second stage requires both cognitive resources, because negation is thought to require greater effort, and more processing time, so that the process can develop to the second evaluative stage (Gilbert, 1991; Gilbert, Tafarodi, & Malone, 1993; refer also to Hasson, Simmons, & Todorov, 2005, and Masip, Garrido, & Herrero, 2006). Studies have tested the account by either making the task more cognitively taxing (e.g. by interruption: Gilbert et al., 1990; Hasson et al., 2005) or by manipulating the amount of processing time available (e.g. Gilbert et al., 1993; Skurnik, Yoon, Park, and Schwarz, 2005). With little processing time available, people show the Spinozan belief bias (Gilbert et al., 1993, Study 3), even if raters are forewarned (Gilbert et al., 1990, Study 3). In our study, we found that raters were able to take on a sceptic set from the earliest moments of consideration when they anticipated that most of the speakers would lie. Early in the judgment process, raters rely on their prior knowledge and understanding of the context to make the most informed guess (Street, 2013; Street & Richardson, in press), and sometimes, this can appear anti-Spinozan.

An interesting and unexpected aspect of our data is worth discussing. Regardless of base rate manipulations, all groups became more truth biased over time. Although we should be cautious about interpreting this finding until it is replicated with another stimulus set, there are at least four accounts of this increase that we tentatively suggest: (1) a behavioural self-presentational account, (2) a slow-truth-biased mechanism, (3) a shift towards using their own base rate knowledge of the world outside the laboratory, and (4) an understanding of the social rules of politeness that discourages labelling others liars.3

First, given that liars want to be seen to be telling the truth, their self-presentational behaviour may have successfully persuaded raters of their honesty (refer to DePaulo et al., 2003). The shift towards a truth-biased response may be attributable to increasingly availability of apparently honest behaviour from both deceptive and honest speakers.

A second explanation is that the initial use of base rate information is followed by the onset of some distinct but unknown cognitive or emotional process. The unknown process is the root cause of the truth bias. This account suggests that the truth bias is a cognitive or emotional phenomenon on part of the rater rather than attributable to the self-presentational behaviour of the speaker and that it operates at a later timescale than base rate information. One possible such mechanism draws on the Truth Default Theory (TDT: Levine, 2014). TDT argues people work on the assumption that others are honest, but that suspicion

3 We would like to thank an anonymous reviewer for this suggestion.
can at least temporarily lead to an abandoning of the presumption of others’ honesty, provided certain triggers are available. One such trigger may be information about the base rate.

This at first seems consistent with our findings of an initial bias towards disbelieving in the low truth base rate belief condition, which wanes over time towards a truth belief by the end of the statement. This could suggest a gradual shift back to the default state of believing others. However, the increase over time is only a slice of our experiment, showing the average trial. At the end of one trial, having shifted back to the default state, our participants would have to muster their temporary suspicion anew with each trial of sufficient magnitude to show active disbelief in the speaker. There is no trigger between trials reminding participants of the low base rates of honesty, so there seems to be no warrant to participants’ abandoning their truth default state somewhere between each trial. Another way TDT could try to account for these findings is by assuming that raters maintain a high level of suspicion across the experiment but that in general speakers have an honest demeanour, which becomes more evident as the speaker continues to deliver their statement (although refer to Street & Masip, 2014, for evidence that the degree of truth bias over time appears to be more a function of the raters’ cognitions than of the speakers’ behaviours).4

A third account of the increasing truth bias makes a distinction between the ‘sample’ base rate and the ‘population’ base rate. By sample base rate, we mean the information offered to participants in this study regarding the small sample of speakers they were to rate. This varied between conditions. By population base rate, we mean the information participants bring to the task about the base rate of honesty from their entire history of interactions in their daily lives. The rate of honesty in real-world interactions is far greater than the rate of deception experienced (e.g. DePaulo et al., 1996; Serota et al., 2010; refer also to O’Sullivan et al., 1988). As a statement progresses, raters may be more influenced by their experiential knowledge of the population base rate and shift towards a truth belief.

Finally, a social level accusatory reluctance account could explain our findings (O’Sullivan, 2003). Throughout the statement, raters provided a continuous response, but they did not have to commit to that judgment: They were allowed to change their response as often as they wished. Perhaps, as the end of the statement approached, when raters were aware they would be required to commit to calling the speaker a liar or truth teller, they felt reluctant to break with the social rules of politeness and to commit to labelling the speaker a liar.

These results show the advantage of empirically investigating beliefs about the base rate effect, rather than simply assuming its presence. It is too early to attempt to extrapolate our findings to applied domains, but if our findings stand the test of time, legal professionals should bear in mind that their beliefs about the frequency of lying could influence their judgments. A sceptic view may result in a tendency towards disbelieving when listening to a statement.

At the point of the final judgment, our student sample showed a truth bias regardless of their base rate beliefs. Law enforcement professionals have been shown to exhibit a lie bias (Meissner & Kassin, 2002). It is unclear whether our findings show that raters’ pre-existing biases can be amplified (but not reversed) at the point of the final judgment or whether, regardless of raters pre-existing truth or lie biases, a truth bias can be formed based on base rate information but a lie bias cannot. An important question for future research, then, is if police investigators will show an increased lie bias if they believe that most of the speakers will lie and a dampened lie bias if they believe that most speakers will tell the truth.

In summary, we examined the effects of perceived base rates on the truth bias. Over the course of the statement, their developing judgment was in line with the perceived base rates, but by the point of their final judgment, there was no direct one-to-one relationship between the expected proportion of deceptive and honest statements and the actual proportion of lie and truth judgments. We observed an increasing shift towards believing the statement to be true over time prior to the final judgment, although it is unclear why this shift occurred. Four potential explanations were offered to encourage further exploration, ranging from behavioural to social level accounts. Our study shows that base rate expectations (independent of the actual base rate) do influence the trajectory of the belief and the final lie–truth judgment, resulting in an early lie bias when expecting mostly lies and an early truth bias when expecting mostly truths. Showing a bias towards the perceived base rate is better seen as a normative use of information rather than a biased and inaccurate view of the world.
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